Seminar

Prof. Hisao Ishibuchi, IEEE Fellow )FQ](‘ :
Osaka Prefecture University, Japan \ - i UNSW

'IMIZATION

l‘ ULTIDISCIPLINARY

Canberra

Venue: SL1, Bldg 21, UNSW Canberra, Time: 2:30 - 3:30 pm,
June 18, 2015. RSVP: h.singh@adfa.edu.au by COB June 10.

Never Stand Still School of Engineering and Information Technology

Evolutionary Many-Objective Optimization:
Search Behaviour, Performance Indicators and Test Problems

Recently, many-objective optimization has received significant attention in the evolutionary
multiobjective optimization (EMO) research community. “Many-objective” typically refers to having four
or more objectives in an optimization problem, and such problems are difficult to solve for generic EMO
algorithms. The performance of frequently-used EMO algorithms such as NSGA-Il and SPEA2 scales
poorly with the number of objectives. A number of approaches have been proposed for improving the
search ability of existing algorithms. New algorithms have also been proposed for the handling of many-
objective problems. This talk starts with a brief introductions to evolutionary multiobjective optimization.
Next, inherent challenges of many-objective optimization will be discussed and illustrated through
computational experiments using some representative EMO algorithms (NSGA-II, MOEA/D, SMS-EMOA
and HypE) on multiobjective knapsack problems with 2-10 objectives. When all objectives are randomly
specified, the performance of NSGA-II is severely degraded by the increase in the number of objectives
as repeatedly reported in the literature. However, when most objectives are highly correlated, the best
results are obtained from NSGA-Il. Some other interesting observations are shown with respect to the
performance of each EMO algorithm such as the effect of the population size and the influence of the
discretization of objective values. For MOEA/D, an appropriate choice of a scalarizing function is also
discussed. After reporting those experimental results, it is explained that totally different results with
respect to the comparison of EMO algorithms can be obtained from different performance indicators.
Even when the same indicator is used, different comparison results can be obtained from different
parameter specifications (e.g. choice of a reference point for hypervolume). Finally the role of test
problems in the development of EMO algorithms is discussed through a short historical review of the
relation between test problems and EMO algorithms in the last two decades. From this viewpoint, the
current trend of many-objective algorithms is discussed. The necessity of difficult many-objective test
problems is also explained from the same viewpoint.
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